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Abstract--The ignition and deflagration wave propagation in an enclosed stoichiometric H2/O2 mixture 
enriched with a low mass fraction of carbonaceous particles ignited via a temperature non-uniformity is 
studied using a one-dimensional numerical model. Different particle diameters, volume fractions, and 
reactivities are used to investigate their effects on the combustion waves. Detailed chemical kinetics for 
H2/O_, are applied for the gas phase. Particle phase reactions are calculated using measured reaction 
probabilities for heterogeneous carbon reactions. Both phases being modeled as continua, the governing 
equations are solved using flux-difference-splitting schemes. A dynamically moving adaptive grid is applied 
in order to resolve reaction zones correctly. Copyright © 1996 Elsevier Science Ltd. 
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1. I N T R O D U C T I O N  

While gaseous deflagration and detonation have been studied intensively since the last century, the 
literature about combustion and detonation phenomena in heterogeneous gas/particle mixtures is 
relatively sparse, though these systems have a great practical significance e.g. in dust explosion or 
in diesel combustion. Combustion waves in heterogeneous gas/particle mixtures have been 
investigated mainly experimentally for special cases, as, e.g. dust explosions by Proust and Veyssi6re 
(1988), Austin et al. (1993), Peraldi et al. (1993), and Lebecki et al. (1993). A systematic 
consideration of modeling of gas/particle reactions was carried out, e.g. by Baer and Nunziato 
(1986) related to granular materials, and Igra and Ben-Dor (1988) in an extensive study for dusty 
shock waves. The mathematical structure of two-phase models was studied, eg. by Stuhmiller (1977) 
or Embid and Baer (1992). Other authors treat accurately aspects like the modeling of heat 
radiation or the mass and energy transfer inside a porous particle. The models used for the gas 
and particle reactions kinetics and for the conservation equations are comparatively simple, see 
for example Krazinski et al. (1979), Sichel (1991), Smirnov (1988), Smirnov and Tyurnikov (1994), 
Khasainov and Veyssi~re (1994), or Ha and Choi (1994). Nearly all of these numerical 
investigations deal with stationary phenomena. Sirignano (1993) gives a comprehensive overview 
of different modeling approaches for gas/particles mixtures. He directs his attention mainly to the 
fluid dynamics of sprays and the related vaporisation processes. Krishenik et al. (1994) model 
accurately the heat transfer between the two phases assuming a zero velocity for the mixture of 
gas and particles and using a one-step model for the chemical reactions. Smirnov (1988) and 
Smirnov and Tyurnikov (1994) use a non-stationary model for gas/particle flames and detonations 
in a tube neglecting viscosity and diffusion in the gas phase. Fan and Sichel (1988) consider the 
modeling of the heterogeneous reactions but treat gas and particles together as a single fluid in 
the framework of stationary conservation equations. 

From the point of view of modeling heterogeneous combustion, mainly two ways may be 
distinguished. On the one hand, in the so-called Lagrangian approach, the particles are treated each 
for its own, whereas on the other hand in the so-called Eulerian approach the particles are assumed 
to be equally distributed so that gas and particles may be treated as two interacting continua. The 
Lagrangian approach is often used for large particles (see Tsuji et al. 1989). In the work of Baer 
and Nunziato (1986), e.g. gas and particles are treated as continua for porous reactive materials. 
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Smirnov (1988), Smirnov and Tyurnikov (1994), Khasainov and Veyssi6re (1994), Fan and Sichel 
(1988), and Hayashi and Fuyuto (1989) use the continuum formulation also for reactive gas/particle 
flows. 

In the present paper, the continuum Eulerian formulation for the particle phase has been chosen, 
which was found to be more suited for combustion situations with higher particle concentrations 
and low mass fractions of particles. It is applied to dilute systems with particle volume fraction 
around ep = 10 -4. The aim of the present paper is to present a model, which includes the 
conservation equations, the transport properties, the reaction source terms, and the interphase 
fluxes. The numerical method used for the spatial and temporal solution of the equations is 
described in detail. In the results section, the influence of different degrees of particle reactivity 
and particle load on the structure of deflagration and detonation waves is illustrated. As we want 
to investigate fundamental effects of gas/particle combustion, we use a closed vessel with adiabatic 
walls as an idealized setup. Therefore, a comparison with results from experiments is not possible. 

2. ONE-DIMENSIONAL THEORY FOR REACTIVE TWO-PHASE FLOWS 

2.1. Conservation equations 

In this study, the influence of reactive particles on combustion phenomena in a reactive gas flow 
is considered using a one-dimensional model. It consists of the reactive Navier-Stokes equations 
for the gas phase and the reactive Euler equations for the particle phase, enhanced by models for 
transport processes and detailed reaction kinetics. In the following equations, all variables 
subscripted with 'P' belong to the particle phase, the variables subscripted with 'G' belong to the 
gas phase. 

The first step is to define the thermodynamical and fluid-mechanical properties of the two-phase 
mixture. The partial density pG~ of the gas phase species k and the continuum particle density pp 
are defined as the respective masses per unit volume of mixture: 

mG~ . m p  
P°~ = ~ - '  PP - v I l l  

with V = Vp + Vc and pc = Zp~k. It is useful to introduce the volume fraction of the particles by 
k 

lip 
ep = V '  [21 

For  the gas phase, a mass weighted mean velocity is defined based on the absolute velocities UGh 
of the different species k by 

uc = ~ p~uG, [3] 
7" pG 

The particle velocity Up is averaged over the finite control volume. 
The gas pressure is calculated from the gas density pc, the mass specific gas constant Re, and 

the gas temperature TG according to the ideal gas law: 

pG = pGR~T~. [4] 

pc is not the really observable gas pressure because the gas density pc is related not only to the 
gas volume but to the mixture volume. The really observable gas pressure pga~ is higher by a factor 
of 1/(1 - ep): 

p~ pc Rc To. [5] Pga~= 1--ep= 1--ep 

The gas phase is assumed to be thermally and calorically ideal. The solid phase is supposed to 
consist of smooth, spherical, non-interacting, and electrically neutral particles. The particles are 
supposed to be non-compressible, and their porosity is modeled via a porosity coefficient xp defined 
below. However the particle density pp is variable because it is related to the volume of suspension, 
and not to the particle volume. The temperature inside the particles is assumed to be constant and 



LAMINAR COMBUSTION WAVE PROPAGATION 95 

equal to their surface temperature. Internal energy and temperature of the particles are related by 
the equation: 

f' Ep = cv(Tp) dTp + ~Up,l 2 

cv being the heat capacity of  the particles depending on the particle temperature. As Ep is the 
variable in our system, Tp is iterated from the calculated values of  Ep and Up. In the whole system, 
turbulence effects and volume forces as, e.g. gravity are neglected. The interactions between the 
particle phase and the gas phase are modeled by interphase flux terms for mass, momentum, and 
energy. The whole system is considered to be adiabatic. 

The governing equations for reactive gas/particle flows consist of  the conservation equations for 
mass, momentum, and energy of both phases, and a convective transport equation for the particle 
number density. In flux vector form, this system of partial differential equations can be formally 
written as 

u, + Fx = Q,  [6] 

with u, F, and Q as the vector of  the conservative variables, the flux vector, and the vector of source 
and interphase flux terms, respectively. The subscripts t and x denote derivatives to time and to 
space. 

The vector u of  the conservative variables is composed of  species densities, momentum, and 
energy of  gas and particle phase as well as the particle number density np: 

u = (po, pouo poEo pp ppup ppEp t/p) T. [7] 

EG and Ep are  the total energies of  the gas and the particle phases per unit mass. 
The flux vector F can be divided into the vector of  the convective flux Fcon and the vector of  

the viscous and diffusive fluxes Fvd: 
F = Fco. + Fvd. [8] 

The convective flux vector Fcon also contains momentum and energy fluxes due to pressure 
gradients. The viscous/diffusive flux vector Fvd is composed of  the diffusional mass fluxes jk of  the 
gaseous species k relative to the mean gas velocity uG, the energy diffusion flux jq, and the viscous 
momentum and energy fluxes of  the gas phase 

p Gk UG 

pGU~ + (1 -- Ep)pg~ 

pcEouo + (1 -- Ep)p~.sUo 

Fcon ---- p p U p  

ppU~, + Eppg~s 

pvEpup + EppgasUp 

UpHp 

Fvd ~--- 

C3UG 
-~# ~x 
(guo 

- ]~  Tfx uo + j~ 
0 

0 

0 

0 

[9] 

The source term vector Q contains both the chemical source terms cbk and the interphase fluxes 
J, f ,  and q, which can be considered as source terms for each phase: 

Cbk 

Jup + f 

JEp + fup + q 

Q = - J  [10] 

--Jup - - f  

-- JEp -- fup - q 

0 
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The interphase flux term JEp corresponds to the energy, which is transfered to the gas phase from 
the disappearing solid particles. Two limiting cases can be considered: 

(1) The energy JEp is totally added to the gas phase, thus increasing the gas temperature in case 
of an exothermic reaction. 

(2) The energy JEp is totally added to the solid phase causing a particle heat-up in case of an 
exothermic reaction. For this case, the sign before JEp in the equations for the conservation 
of energy of  the gas and the particle phase has to be inversed. 

In the above equations, the first case is implemented. For the second case, only the sign of the 
term JEp in the energy equations of gas and particles has to be inversed. The total mixture relations 
are therefore not influenced. For the examples presented here, both limiting cases have been tested. 
Except for slight differences in the absolute temperatures of gas and particles, visible differences 
could not be stated. 

The formulation of the governing equations is coherent so that the mixture conservation 
equations arise when adding the corresponding conservation equations of the two phases. 

2.1.1. The particle pressure problem. The flux term Eppgas in Fco° can, at first glance, be interpreted 
as a particle pressure. In fact, our model does not permit collisions between the particles and hence 
pressure forces due to the particles are not allowed. Differentiating the above-cited pressure flux 
term Eppgas to the spatial variable x we receive: 

,~x (Ewg.s) = ~P ~x p~.s + p~.s ~ ~P. [11] 

The first term on the right side represents the force that a gradient in the gas phase pressure exerts 
on the particles due to different pressure forces at the different sides of the particles like it is known 
from the buoyancy forces. The second term would initiate a temporal change in the particle and 
gas momentums if a gradient in the particle concentration occurs. This is not intended to be 
included in our model, so, in order to neutralize this effect, the term pg,~#ep/~x is also included in 
the momentum flux f i n  the source term vector Q, as it is described later. It is not directly subtracted 
from or added to the flux terms in order to maintain the flux-vector form of  the equation system 
convenient for the application of flux-difference splitting schemes. The corresponding term in the 
energy equations is treated in a similar way. 

Concerning the mathematical character of the system of differential equations it is known that 
the Euler equations for the gas and particle phase are hyperbolic, except for some special cases, 
where it degenerates to a parabolic system (Gonthier and Powers 1995). The addition of viscous, 
diffusive, and conductive terms to the gas phase equations (=>Navier-Stokes equations) alters the 
character to parabolic type, whereas the pressure correction term does not have such an effect. 
Nevertheless, the flux-difference splitting scheme used is only applied to the Eulerian part of the 
system, which is in general hyperbolic, whereas the viscous, diffusive, and conductive terms and 
the pressure correction were central differenced and treated as source terms. 

2.2. Viscous/diffusive fluxes 
2.2.1. Viscous fluxes. For the viscous momentum and energy fluxes, the gas phase is supposed 

to have the properties of  a Newtonian fluid. The viscous fluxes are modeled as ~p Ou~/Ox and 
-~l~uc Ou~/Ox as given in Fvd. The viscosity /a is considered mixture averaged. It is taken from a 
computer code package for multicomponent transport properties by Kee et al. (1983), where it is 
determined from a semi-empirical formula by Wilke (1950). 

2.2.2. Species diffusion jk. The diffusion term j~ is modeled as 

jk = pG Y~kv~. [12] 

The mass fraction Y~ is the ratio of  the density of gas phase species k to the total gas density pG. 
The diffusion velocity vck is defined as the velocity of a species relative to the mean gas velocity. 
Following Kee et al. (1983) it contains: 

• diffusion due to gradients in concentration ( / )Dk) ,  [14] 
• thermo-diffusional effects (VTk), [15] 
• a correction term due to the inaccuracy in modeling the two above effects (v~). 
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For a species k they define: 

YG.v~. = Y~,VD, + YCRVT, + Yc, v¢. 

Approaches to these terms are given by the Fickian formulae: 

YGkVD. = --Dk 31, dX~  
M dx 

In [14] and [15], Xc. 

[131 

[141 

Mk 1 dT6 [151 Yc~vv, = --~ Dk®k ~ d----~ " 

is the molar fraction of  component k, Y~. the corresponding mass fraction. 
.$7 and Mk are the molar weights of the mixture and of species k. Ok is the ratio between thermal 
and molecular diffusion (due to gradients in concentration) of component k. D, is the diffusion 
coefficient of  species k into the mixture. It can be calculated from 

Z (Xc,Mi) 
i # k  

Dk -- , [16] 

~Y, (Xo,/D,,) 
i # k  

where Dk~ is the binary diffusion coefficient of species k into species i. 
In the approach by Kee et al. (1983), which based upon the work of  Coffee and Heimerl (1981), 

a correction term was introduced for the diffusion velocity guaranteeing that the mass weighted 
sum over the species velocities gives the mean gas velocity uc: 

Nsas 
[Yo,(ua + vG,)] = uG. [17] 

k=l 

This is equivalent to a vanishing sum of  the mass weighted diffusion velocities: 

Ngas 
Y~ (Yo, vo,) = 0. [18] 

k=l 

The correction term uc can then be calculated from 

Ngas 
Yo,vc = - Y ~ ,  ~ (YiVD, + Y, VO. [19] 

i=l 

2.2.3. Energy diffusion jq. In our model the energy diffusion contains the thermal conductivity 
inside the gas and the energy transport due to the species flow. The energy diffusion jq can be 
modeled by 

A = - -2 -~ -x+PC E (hkYG,vc,), [20] 
k = l  

h, being the mass related enthalpy of  component k and 2 the thermal conductivity of  the gas mixture 
calculated based on a combination averaging formula of the pure species conductivities by Mathur 
et al. (1967): 

I Ngas t 1 I 
~ = ~  y x . l , + - -  . 

k = 1 Ngas 

k=l 

[21] 

The pure species conductivities were assumed to be composed of  the translational, rotational, and 
vibrational contributions as given by Warnatz (1982). 
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2.3. Chemical source terms 

The source terms OSk (k = 1 . . . . .  Ng,~, P) for all gas phase species and the dispersed solid phase 
are calculated from both the detailed gas phase kinetics of the homogeneous reactions and the 
global heterogeneous reactions. The total mechanism of homogeneous and heterogeneous reactions 
can be formally written as 

Ng as j , - - j  Ngas 

~, vkjGk +pjP ~- ~, Vk,-,Gk, j = l . . .  Nhom ~L Nh~,. [22] 
k - I  k - I  

Gk are the gaseous species, Vkj and v,,_/are their stoichiometric coefficients. P represents the particle 
species, /~j its stoichiometric coefficient. Ngas is the number of  gaseous species in the reaction 
mechanism, j and - j  represent the forward and backward channels of the reactions. For 
simplification reasons, the heterogeneous gas/particle reactions are arranged in the total mechanism 
after the homogeneous gas phase reactions. This implicates /~j = 0 for j ~< Nhom and /!J 4 = 0 for 
j > Nhom. For  each heterogeneous reaction, it is assumed that only one gas phase species reacts with 
the solid particle, so that for a fixed j > Nhom only one Vk~ is different from zero. The source terms 
a)k for the gas phase species k due to homogeneous and heterogeneous reactions can be calculated 
from 

Nhom + Nhet 

Cbk = Mk ~ -- (Vkj -- Vk,-j)t:j, k = 1 . . .  Ng,~ 
j - - I  

with Mk being the molar mass of species k. Different methods for representing the reaction rates 
rj will be used for the homogeneous and heterogeneous reactions: 

~j = Rj for the homogeneous reactions ( j  ~< Nhom) 

Cj = Sj for the heterogeneous reactions ( j  > Nhom). 

2.3. I. Homogeneous reactions. The homogeneous reaction rate Rj of an elementary reaction j is 
calculated from the rate coefficients k~ and k j of the forward and backward reactions, the species 
densities pk, and the molar masses Mk: 

nj=kJk=,I] \MkJ  k=, \MkJ  ' j =  1 . . . N ,  om. [231 

The rate coefficient kj depends on the gas temperature and can be represented by an Arrhenius 
expression: 

k A T o )  = AjTZ e x p , -  TG)" [241 

Aj is the frequency factor, nj the temperature exponent, and 7",, the activation temperature of  
reaction j .  For  many elementary reactions the temperature exponent nJ vanishes, so that the 
logarithm of the rate coefficient In kj is a straight line over reciprocal temperature 1/T~. In general, 
the rate coefficient of an elementary reaction has to be determined in kinetic experiments, 
theoretical calculations are not satisfactory up to now. The backward rate coefficient k_j = k~/K,j 
of an elementary reaction j is calculated from the forward rate coefficient of  k, and the equilibrium 
constant Kcj, which can be determined from the thermodynamical data. 

2.3.2. Heterogeneous reactions. The heterogeneous reaction rate Sj, which is defined by the rate 
of  change of the dispersed solid material due to the heterogeneous reaction j ,  can be calculated 
from 

1 Ngas 

Sj - ~jap ~ vkjZ~., j = N, om+ 1 . . .  N, om+ Nho,. [25] 

Vk,/ 
\ k =  t 
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The properties/zj, ~j, ap, v,j, and Zk in the above equation are the stoichiometric coefficient of the 
solid species, the reaction probability, the particle surface per unit volume of suspension, the 
stoichiometric coefficient of the gaseous species reacting with the solid species, and the number of 
collisions of the reacting gas phase species k with the particles per unit time and unit particle 
surface. As in the case of homogeneous reactions, the reaction probability 0tj for the heterogeneous 
reactions can be represented by an Arrhenius expression: 

~j = Aj e x p , -  Te) [26] 

with Tp being the particle surface temperature, aj, that lies between 0 and 1, describes the number 
of reactive collisions of speciesj with the particle surface compared to the total number of collisions. 

For spherical particles of monodisperse size, the specific particle surface ae can be calculated from 
the particle diameter Dp, the particle number density np, and the particle porosity Xe. The last 
mentioned property is the ratio of the real reactive surface of the particle to the surface of a smooth 
sphere. The particle diameter De can be calculated from the particle mass and number densities 
pp and ne 

ap = nD~,npxp. [27] 

The collision number Zk is determined from the Hertz-Knudsen equation: 

~/'~ Rk Tc [28] 
1 pc____~ 

Zk = 4Mk 

with k being the index of the gas phase species k. The properties p%, Mk, Rk, and TG are its density, 
molar mass, gas constant, and the gas temperature, respectively. Strictly speaking, this equation 
is only valid if gas and particles have the same velocity. Heterogeneous reactions mainly take place 
when the particles have achieved their ignition temperature by convective heat transfer. At this 
moment, particle and gas velocities are nearly the same. 

2.4. Interphase fluxes 
2.4.1. Mass f lux J. The mass exchange J between the gas phase and the particle phase due to 

heterogeneous reactions is equal to the sum of the production rates of the gaseous species cb~ 
(k = 1 . . .  Ngas) or to the consumption rate of the solid species P: 

J =  y] oSk = -O)p. [29] 
k = l  

2.4.2. Momentum f lux f .  The interaction forces between the gas phase and the particle phase are 
represented by the drag force: 

fdr,~ = ½eDpG(Up -- U~)IUp -- uclnD~np, [30] 

where De is the diameter of a particle, np the number of particles per unit volume and Co the drag 
coefficient of a sphere, which depends on the Reynolds number 

Re = lu~ - uPIDr, [31] 

with v being the kinematic viscosity of the gas. Although the flow around the particles is unsteady, 
the following formulas for the drag coefficients for stationary flows were used: 

0 < R e ~ < 0 . 2  Co=24/Re  (Stokes) 
0.2 < Re ~< 1 CO = 27/Re °84 (in Boothroyd 1971) 

1 < Re ~< 1000 cD = 24/Re × (1 + 0.15Re °'687) (in Boothroyd 1971) 

For Knudsen numbers Kn = l/Dp (l is the mean free path of the gas molecules) around 1 or larger, 
the continuum expression for the drag coefficient Co must be modified due to molecular effects, 
see Friedlander (1977): 

cDc = Co(1 + 2KnA) -z. [32] 
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The factor A in this equation is: 

/-0.55  
A -- 1.257 - 0.4 e x p ~ ) .  [33] 

According to Fuchs (1964), the Basset force was neglected in particle/gas flows because the ratio 
of the densities of particles and gas is large. Combustion effects on the drag force were not 
considered. 

As stated in the section dealing with the particle pressure problem, the term pg,s&p/Ox is added 
to the momentum flux: 

~Ep 
f = Ara  -- pg.s 

2.4.3. Energy flux q. The relevant mechanisms for the heat transfer between gas and particle 
phase are the convective and the radiative fluxes. Here only the convective heat transfer has been 
regarded, whereas the radiative transfer is planned for a later stage. The convective heat transfer 
is modeled by 

q ....... Lvo = ~ , N u T ~ D p ( T p  - -  T~)np. [34] 

The Nusselt number Nu = cx/D~,/2 contains the heat transfer coefficient ~ and the heat conductivity 
2 of the ambient gas. In the case of only heat conduction, the Nusselt number is equal to Nu = 2. 
For  spherical particles, the Nusselt number can be calculated from the Reynolds and Prandtl 
numbers: 

Nu = 2 + 0.7Re~/2Pr 1'3. [35] 

Combustion effects on the convective heat transfer have been neglected. Re and Pr are defined as 
usual. 

3. NUMERICAL METHOD 

The temporal and spatial stiffnesses of the system of differential equations describing reactive 
flows, which are caused by steep gradients in space and which have very different time scales for 
the reactions, require a special numerical treatment. To receive correct results in the simulations, 
it is essential to follow the formation and consumption of radicals inside a flame by using a 
computational grid with arbitrary cell widths in the physical domain. A special algorithm 
formulated as differential equation for each cell determines the cell widths corresponding to the 
desired resolution of the important zones. The resulting system of differential equations is spatially 
discretized using the method of lines. The temporal part is solved implicitly using the solver package 
DASSL (see Petzold 1983). 

3.1. Spatial discretisation 

The first step for the spatial discretisation is to put a numerical spatial grid on the given physical 
problem. In this study, arbitrary spaced grids have been applied. For each grid point, a set of 
conservation equations like [6] can be written in the form 

u, + F~ = Q',  [36] 

where the indices t and x indicate derivatives to time and to space, u is the vector of the conservative 
variables and F' the flux vector. Q'  is the source term vector, For numerical reasons F' contains 
only the convective flux Fco, from [9] whereas Q'  equals to Fvd, + Q from [9] and [10]. 

Various methods are known to calculate the fluxes. As the flame code should also allow to 
investigate the transition from deflagration to detonation, some expense is put on the treatment 
of shocks and contact discontinuities. There are several possibilities, e.g. 

• Front  tracking: the cell boundaries are moved with the discontinuities. Therefore a shock 
detection condition has to be defined. 

• Shock fitting: the calculations are only performed in non-shock regions. The shocks themselves 
are treated separately by the Rankine-Hugoniot  relations for shocks; discontinuities have also 
to be detected. 
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• Shock capturing: the whole computational domain is treated by one numerical method. It 
includes a conservative formulation of the governing equations and takes care of  the 
Rankine-Hugoniot  conditions. 

In this study the flux-difference-splitting (FDS) method is applied that belongs to the family of 
shock capturing schemes. FDS methods are approximate Riemann solvers assuming a wave 
propagation from each cell boundary. The main idea is to split the fluxes according to their domains 
of  influence. In this work, the convective gas phase fluxes (Fco, in [9]), i.e. the hyperbolic part of  
the system, are treated by a second order upwind flux-difference-splitting (FDS) scheme by Harten 
and Yee (see Yee 1987) that gives very precise results for shocks and contact discontinuities. The 
viscous-diffusive fluxes Fvd are treated as source terms. Liu and Vinokur (1989) give an overview 
how to apply upwind algorithms to chemically reacting flows even if they are not in equilibrium. 
The particle phase fluxes are calculated by an upwind FDS scheme introduced by Harten et al. 
(1983). It has been chosen because of its simplicity. A more detailed FDS scheme is not necessary 
because the particles are only influenced by their direction of  propagation. 

3.2. Moving adaptive grid 

The moving adaptive grid (see Dorfi and Drury 1987; Mack et al. 1991) has been used to reduce 
the number of  mesh points allowing nevertheless a good resolution in zones where more points 
are needed. Flame zones, for example, need a good resolution, so that the real reaction kinetics 
in flames can be simulated. The criterion for the method applied here is to equi-distribute the 
arc-lengths of  a special monitor function, which is combination of  the slopes of  the variables used 
in the problem, over the spatial coordinate. In a simple case, the monitor function is taken to be 
equal to the gas temperature. The cell boundaries will move allowing the arc-length of  temperature 
over the spatial coordinate to be the same in all cells. Figure 1 illustrates the principle and shows 
that in regions with steep gradients the cell widths decrease. 

The monitor function in cell i is defined as 

•/ c{U,.  ' + ,~_______~ = uJ.,-,/ ,]2 , Mi = 1 + ~ ~\ xi + 1/2 - xi-  1/2 J 
[37] 

where ujj+ J/z is a variable (e.g. temperature, pressure, etc.) at the right boundary of cell i and ej 
a weighting coefficient for the corresponding variable, x~+ ~/2 is the position of  the right boundary 

T 
T 

/ U T, i-1/2 

~ T, i+1/2 

v 

Xi-1/2 X1+1/2 

Figure 1. Example for the arc-length equi-distribution principle using a temperature profile: in each cell 
the arc-length is the same so that in regions with steep gradients the cell widths are small. 
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Thug h ~ temperature 

Ttow 

0 Xhig h XIo w I. Xmsx 
Figure 2. Initial temperature profile of the closed vessel flame problem. 

of  cell i. This monitor  function multiplied by the cell width has to be constant over the whole 
computat ional  domain. This condition is formulated recursively: 

A x i M i  - A x i _  I Mi- ,  = O. [381 

Due to stability reasons, the movement  of  the cell boundaries is damped in the following way: 

 [dx, dx,_, ) 
O= g\ dt M , -  d----z M' i + Ax,M,--  Ax, - ,M,  ], [39] 

where zg is a time constant for the grid movement.  Moreover,  a distortion limitation has been 
introduced so that the ratio of  the cell widths of  neighbored cells is held between given limits. The 
grid equations result in one additional differential equation per cell. They are solved together with 
the conservation equations for each cell. 

3.3. Temporal solution 

The temporal solution of the spatially discretized system of differential equations cannot be made 
explicitly because of  the very stiff character of  this system due to very large differences in the time 
scales of  both the detailed chemical reaction and the gas/particle flow. Therefore the implicit solver 
DASSL (see Petzold 1983) has been used for the conservation equations as well as for the grid 
equations. DASSL is based upon Gear  methods and is able to solve differential equation systems 
of  the form 0 = g(t, y, dy/dt). 

4. RESULTS: INFLUENCE OF PARTICLES ON COMBUSTION WAVES 

4.1. Initial and boundary conditions 
4.1. I. Initial conditions. The calculations were performed for an enclosed H2/02 mixture at an 

initially uniform pressure enriched with particles choosing another degree of reactivity, diameter, 
and concentration for each calculation. The initial temperature profile used is shown schematically 
in figure 2. From a small high temperature region (Th,gh) at the left side, the temperature decreases 
linearly between Xh~gh and x~o~ to a low temperature region (T~ow). The initial data for the confined 
gas/particle mixture are: 

• gas phase pressure p0 = 1 bar, 
• xhigh = 0.2 cm, x~ow = 0.3 cm, Xm,x = 3 cm, 
• temperature levels Thigh = 1100 K, T~ow = 800 K, 
• stoichiometric H2/O2 mixture, 
• particle diameter D o = 0.369 pm, 3.69 pm, or 36.9 pm, particle porosity ~:a = 1, 
• particle volume fraction Ep ° = 7.9 x 10 -5. 

The H2/O2 mechanism including two CO reactions contains 20 elementary homogeneous reactions 
of  l0 gas phase species (H2, O2, O, H, OH, HO2, H20, H202, CO, COO and is completed by three 
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Table 1. Homogeneous reaction mechanism and rate coefficient data, k~ = .4, x T"J x e x p ( -  Toi/T). The basic units for .4j 
are cm, s, and moles 

No. Reaction A n To[K] Reference 

1 H + 02 ~ OH + O 2.0 x 10 '4 0 8449 Baulch et al. (1992) 
2 O + H2 ~ OH + H 1.5 x 107 2.0 3798 Warnatz (1984) 
3 OH + H2 ~ H20 + H 1.0 x 10 s 1.6 1 6 5 8  Warnatz (1984) 
4 2OH ~ H~O + O 1.5 x 109 1.14 0 Ernst et al. (1977) 
5 2H + M ~- H2 + M 9.7 × 10 j6 - 0 . 6  0 Warnatz (1984) 
6 H + OH + M ~ H20 + M 2.2 x 1022 - 2 . 0  0 Tsang and Hampson (1986) 
7 H + 02 + M ~ HO: + M 2.0 × 10 ~s - 0 . 8  0 Warnatz (1984) 
8 H q- HO2 ~ 2OH 1.5 x 10 '4 0 504 Warnatz (1984) 
9 H + HO2 ~ H2 -t- 02 2.5 × 10 t3 0 348 Warnatz (1984) 

l0 O + HO2 ~- OH + 02 2.0 x l0 ~3 0 0 Warnatz (1984) 
l I OH + HO~ ~- HzO + O5 2.0 x l013 0 0 Warnatz (1984) 
12 2HO2 ~ H202 + O2 8.5 x 10 '2 0 504 Warnatz (1977) 
13 2OH + M ~ H20: + M 3.2 × 1022 - 2 . 0  0 Warnatz (1983) 
14 H + H202 ~ H2 + HO2 1.7 x 10 '2 0 1 8 8 7  Baulch et al. (1992) 
15 H + H202 ~- H20 + OH 1.0 x 10 ~3 0 1 8 0 3  Warnatz (1984) 
16 O + H202 ~ OH + HO2 2.8 x 10" 0 3 2 2 1  Warnatz (1984) 
17 OH + H20,_ ~- H20 + HO2 1.0 x 10 '~ 0 901 Baulch et al. (1972) 
18 H2 + 02 ~ 2OH 2.1 x 10 ~4 0 28979 Estimated 
19 CO + OH ~- CO~ + H 4.0 x 10 '2 0 4040 Gardiner et al. (1973) 
20 CO + O + M~----CO2 + M 5 .3x  10 '3 0 -2285 Warnatz (1984) 

global heterogeneous reactions. The homogeneous and heterogeneous reactions are shown and 
referenced in tables 1 and 2. 

4.1.2. Boundary conditions. The problem considered is a confined H202 mixture enriched with 
carbonaceous particles so that no mass transport  across the walls is possible (uc = 0 and up = 0). 
Moreover,  the walls are assumed to be adiabatic so that also no energy transport  across the walls 
is possible. Consequently the flux vector at the walls is set to 

0 
4 U (1 - Ep)p,as -- ~/~ C~ 

0 
F~a,, = Fcoo + Fva = [40]  

0 

Eppgas 

0 

Only a momentum exchange between the wall and the gas/particle flow is possible. 

4.2. Variation of particle diameter and particle concentration 

In this section, the influence of  different initial particle diameters on the development of  a flame 
are simulated. In all cases, the initial particle volume fraction has been chosen to be 
Ep ° = 7.9 x 10 -5. The initial particle diameters for the three cases studied were Dp = 0.369, 3.69 and 
36.9/~m, which causes a variation on the initial particle concentration ofnp = 3 x 109, 3 x 106, and 
3 x 103 particles per c m  3. The simulated time is 120 ps so that the ignition phase and the flame 
propagat ion can be studied. 

As a reference case, the simulation of  ignition and flame development in a pure gas mixture was 
studied first. The left part  of  figure 3 shows the development of  the gas temperature profile. At 
the right side, the temperature increases rapidly after an ignition delay time of  about  35/~s. At the 

Table 2. Global heterogeneous reactions and reaction probability data, cti = Aj x exp(-T~//T). The basic units for Aj 
are cm, s, and moles 

No. Reaction A To [K] Reference 

21 Cs + O ~ CO 0.23 0 von Gersum and Roth (1992) 
22 2Cs + 02 ~ 2CO 0.1679 10060 von Gersum and Roth (1992) 
23 2Cs + 2OH ~ 2CO + Hz 0.25 0 Roth et al. (1990) 
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Figure 3. Stoichiometric H~,'O_, mixture without particles, p0=  1 bar. Left part: gas temperature, right 
part: H2 molar fraction. 
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time of ignition, a pressure wave starts to propagate with high velocity to the left, which is visible 
due to the jump in temperature. At the same time, the combustion wave travels to the left but with 
much lower velocity. The reflected pressure-induced temperature wave meets the flame front and, 
passing through the burnt gas, it leads to a slight increase in temperature and to a reduction in 
flame velocity. This is also clearly to be seen in the H2 molar  fraction profile in the right part  of 
figure 3. Note that the orientation of time and space axes is opposite in the left and the right part  
of  figure 3. The steep gradient in the H2 molar fraction profile marks the position of the flame front. 
Due to the change in flame velocity, when the reflected pressure wave meets the flame front at about 
75/~s, an expansion wave propagates from the flame into the burnt gas and is reflected at the 
ignition side wall while the compression wave propagates into the unburnt  gas and is reflected there, 
see left part  of  figure 3. 

The simulations with particles revealed that the results for the big particle case (DO = 36.9/~m, 
np=  3 x 103 cm -3) are very close to the pure gas phase results. For temperature, pressure, and 
molar fraction histories, no visible differences appear  during the first 120/~s. This is due to the 
relatively small total particle surface acting for mass, energy, and momentum exchange so that the 
gas phase properties are only very weakly influenced by the particles. Taking the same particle 
volume fraction with smaller particles and consequently higher number density, a significant 
influence of the reacting particles on the calculated results is observed. The left part  of  figure 4 
shows the gas temperature profile history for a mixture with particles with a diameter 
Dp = 0.369/~m and a concentration np = 3 x 109 cm 3. Compared to the pure gas phase case, 
ignition takes place at about  38/is instead of 35 gs. The particle diameter shown in the right part  
of  figure 4 starts decreasing at about  the same time and position in the vessel as the gas temperature 
begins to rise (note the difference in the orientations of  time and space axes). Due to the movement  
of  the burnt gas, the particles are not equally distributed so that the particle diameter does not 
decrease uniformly in the burnt gas region. This effect is more clearly to be seen in the left part  
of  figure 5, where the particle diameter evolution is shown for an initial particle diameter of  
3.69/~m. At the burnt gas side, the particle diameter decreases rapidly because this zone is at high 
temperature from the beginning of the calculations. For times above 80 #s, the particle diameter 
has a clear local maximum at about  0.7 cm, which is still earlier observable in the particle volume 
fraction profile in the right part  of  figure 5. The small difference is due to the burnt gas expansion 
leading to an acceleration of the particles by the drag forces. So, the particles are accumulated at 
the initial flame front position and move with their own velocity, which is much lower than the 
velocity of  the flame front located near the local minimum of the particle volume fraction profile. 
As in the flame front the concentrations of  O, OH, and 02 are much higher than in the burnt gas, 
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Figure 4. Stoichiometric H2/O2 mixture enriched with particles, p 0 =  1 bar. Particle properties: 
D O = 0.369/~m, ep0 = 7.9 × 10 -5. Left part: gas temperature, right part: particle diameter. 

particles are very effectively oxidized there explaining the local minimum in the particle volume 
fraction, see figure 5, right part. The slight increase o f  the local maximum in ep at about 80 ~s is 
due to the reflected ignition-induced pressure wave, which pushes the particles into the burnt gas 
region. At the unburnt gas side of  the vessel, the particles accumulate due to the closed vessel 
boundary condition. 

4.3. Variation of particle volume.fraction 
The computer simulations in the previous section were performed with an initial particle volume 

fraction of  ~p0 = 7.9 x 10 5. For the calculations of  this section, a value o f  Ep ° = 7.9 x 10 -4 was 
chosen which results, for a constant particle diameter Dp = 3.69/~m, in a particle concentration 
of  np = 3 x 107 cm 3, which is by a factor of  10 higher than in the previous case with the same 
particle diameter. Figure 6 compares the calculated temperature profiles for high and low particle 
load. The right part representing the case with 10 times more particles reveals that the gas 
temperature rise is strongly inhibited by the greater amount  o f  particles. The maximum temperature 
obtained at 100/ts is about 1800 K but reaches in the case with less particles about 3000 K, see 
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Figure 5. Stoichiometric H2/O2 mixture enriched with particles, pO= ]bar. Particle properties: 
D o = 3.69/,~m, Ep ° = 7.9 x I 0  5. Left part: particle diameter, right part: particle volume fraction. 
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Figure 6. Stoichiometric H{O2 mixture enriched with particles, p~= t bar. Particle properties: 
D o =  3 . 6 9 ~ m .  Left part: gas temperature for ~ ; ' =  7.9 × 10 ~. right part: gas temperature for 

~:p"= 7.9 x 10 _4 . 

left part of  figure 6. The particles partly take the energy released by the gas phase reactions and 
they also consume radicals by the heterogeneous reactions. It is clearly to be seen that the ignition 
induced wave is damped out in the case with higher particle load and is nearly invisible shortly 
after the reflection at the wall. The explanation for the pronounced local minima and maxima in 
the temperature profile is the same as described in the section before: due to the burnt gas 
expansion, the particles being initially in the preheating zone of the flame are accumulated in a 
small region of  about 0.1 cm and propagate very slowly to the burnt gas side while the flame front 
moves faster in the opposite direction. Therefore, the heat loss of the gas is strong in this region 
and the gas temperature shows a local minimum. As the number of radicals is limited, the particle 
diameter in figure 7 decreases more slowly in the region of high particle number concentration so 
that a clear local maximum in the particle diameter evolves. 

3 . 6 8  F: 
Z]_ 

O_ 
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H2/02 mixture enriched with particles, p 0 =  1 bar. 
~p0 = 7.9 × 10 4 D o = 3 . 6 9 / ~ m ,  particle diameter. 

Figure 7. Stoichiometric Particle properties: 
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Figure 8. Grid point movement after ignition for a stoichiometric H2/O2 mixture enriched with 
carbonaceous particles. Particle properties: D O = 0.369 #m, cp ° = 7.0 x 10 -5. Upper part: with measured 

particle reactivities, lower part: with increased particle reactivities. 
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4.4. Variation of particle reactivity 

For  the calculations presented in this section, the particles have a diameter of  Dp = 0.369/~m 
and a concentration of  np = 3 × 109 c m  -3. Two sets of  probabilities for the particle reactions are 
used: measured values according to table 2 and artificially increased reactivities with A-factors 
equal to A = 0.9. In figure 8, the grid point movements  after ignition for both cases are shown, 
upper part  normal reactivity, lower part  increased reaction probabilities. Each line represents the 
movement  of  one cell boundary during the calculation. The stripes of  concentrated lines at the left 
correspond to the flame front, where the gradient of  the conserved variables are steep. The other 
stripes of  minor concentrated lines correspond to the ignition-induced pressure waves, the slope 
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of  which is smal ler  in the case o f  highly reactive par t ic les  indica t ing  a higher  p r o p a g a t i o n  velocity.  
This is due to the larger  heat  release at  the m o m e n t  o f  igni t ion because o f  the add i t iona l  energy 
release o f  the very s t rong he te rogeneous  react ions.  The  compar i son  also reveals  tha t  for  the higher  
par t ic le  react ivi ty  the igni t ion de lay  is increased f rom a b o u t  38 to 41 #s. The reason is that  the 
he te rogeneous  react ions  consume O and  O H  radicals  dur ing  the pre- igni t ion  phase  and h inder  in 
so far the gas phase  igni t ion react ions.  However ,  once ignited,  the t empera tu re  increase is 
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Figure 9. Gas temperature development for a stoichiometric H2/O2 mixture enriched with carbonaceous 
particles. Particle properties: D o = 0.369/~m, Ep ° = 7.0 x 10 -5, At = 6.5/is, t,,,,r, = 0, to,d = 70 #S. Upper 

part: with measured particle reactivities, lower part: with increased particle reactivities. 
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accelerated by the heterogeneous reactions as shown in figure 9 for the development of the gas 
temperature. In the highly reactive particle case the gas temperature increases from 1175 to 3000 K 
during 6.5/~s whereas in the other case this period is only sufficient for an increase from 1150 to 
2000 K. 

5. CONCLUSION 

The present investigation reveals a clear influence of particle diameter and number concentration 
on the ignition and flame propagation of enclosed H2/02 mixtures enriched with carbonaceous 
particles. Due to the relatively small active particle surface and the higher particle inertia, the 
simulations for mixtures with large particles (D O = 36.9/~m, np = 3 × 103 particles per cm 3) show 
nearly the same behavior during the first 120 #s of calculation time as mixtures without particles. 
Smaller particles are strongly influenced by the movement of the gas. Therefore, a local maximum 
of the particle volume fraction at the initial position of the flame induced temperature ramp grows 
up. Due to a lack of radicals in the burnt gas region this maximum is not reduced and remains 
visible up to the end of the simulation period. When increasing the particle volume fraction, the 
ignition induced wave is damped out and the temperature increase is decelerated. For higher 
particle reactivities, the ignition induced wave becomes faster and the ignition delay is increased 
due to the radical consuming heterogeneous reactions. 
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